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ABSTRACT

As battlefield communications technologies havaibeg
achieve their potential, the notion of ‘winning the
information war’ has begun to take on a new
complexion—one in which we may be our own biggest
enemy. A fundamental problem is that the overheatsc
and complexity associated with deciding how toczite
information resources—including generation, protegs
and routing resources—are too high in an environinen
where human decision and guidance resources aeadjyr
overstressed.

We are developing an approach that enables commande
to specify policy that will inform an automated
communications resource management system. They pol
represents the commander’s intent for the allocatd
communications resources during the execution of a
mission; the policy takes the form of a set of garend
specific statements about the priorities, constisaand
objectives for information flow. We view this pglas
central to any problem in which a decision-makesheis

to precisely guide the behavior of a resource atam
actor. As such, policy has utility in complex donsai
ranging from cockpit display space to refinery cgiams.
Our approach is called IPSO-FACTO—Intuitive Policy
Specification for Optimized Flow of Asynchronois C
Transmissions in OperatiohdPSO-FACTO addresses
problems including: suitable representations ofipgl
policy conformance metrics, adaptive information
allocation, multi-user policies, and semi-automapedicy
construction.

We have implemented a prototype version of the {PSO
FACTO system (that does not yet incorporate thek-ta
based policy derivation) and are currently evaluogtit.
Initial results show that the policy representatiwa have
provided is very expressive, but time consumingearat
prone to generate directly. Nevertheless, poli@ated in
such a fashion does enable human control of autednat
resource allocation algorithms and can improve the
performance of such resource allocation dramaticall
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INTRODUCTION

As sensor and processor capabilities continue drease,
the amount of current, potentially relevant infotima
continues to exceed the available communicatiomsl-ba
width. Even when a user dedicated to the task of decid-
ing what information is worthy of transmission (gewhen
surfing the web), the analysis task is simply tog land
the results are often not quite what was intentedn en-
vironment where human decision and guidance ressurc
are already overstressed, the overhead costs amglec
ity associated with deciding how to allocate infatran
resources are simply unaffordable.

While this problem exists for most actors on thétlea
field, it is most critical for the tactical commaard The
commander could delegate this task to subordinates
automation, but this invites mismatches between the
commander’'s goals and intentions and the informatio
policies that are enforced. Intelligent systems laeeng
developed to better manage communication netwdmkis,
how can a commander successfully convey his iraasti

to one of these complex systems, so that the drunéaa-
mation gets to the right soldier at the right time?

In our view, the solution must comprise the follogi
components:

» Policy Representation—a syntactic formulation that
balances the need for expressivity and

comprehensibility,

Policy Conformance M etrics—a computational
framework that allows evaluation of a given progbse
solution against the expressed policy,

Adaptive I nformation Control (AlC)—a resource
allocation mechanism that is sensitive to the
interaction of expressed policy with world state,

» Multi-user Policies —a method to allow multiple
users with differing interests and scopes of cdntro
authority to work collaboratively to establish agle

effective policy,



» Semi-automated Policy Elaboration and More formally,an information requesy is of the form

Conversion (SPEC)—a means to assist a user in (W,S.,d,,C,,U,), where:
specifying what may be a fairly detailed policyain
rapid, intuitive fashion. Ower  Source Desination Content Imbortance
DESIGN (w3 8 (o3 2 5 )
, , . ( {w3} {3 (D3 {c3) 5 )
Adaptive Information Control (AlIC)—IPSO-FACTO is « - * * * 1 )
a part of DARPA's larger Agile Information Contrighvi-
ronment (AICE) program. By providing importance ues
in keeping with commander’s intent, IPSO-FACTO @0 incoming request Match
other elements of the AICE system to be adaptive to ™\, N R e
changing battle plans, conditions or commander pol- - @ s '
icy-revising the allocation of communications resms / / / :

tion can. In order for this allocation to followettcom-
mander’s intent, the interpretation of policy by thlloca-
tion mechanism must, of course, match the sematites Separate Palicy Element<imdr N's Policy
commander used to formulate the policy. The AICE-pr
gram solved this issue by creating an encapsulztédy

formulation that Shielded the AIC mOdule from ne’@jl > Wk is theowner_the creator Of the information

just as the destruction or jamming of a transmissta o N,M \

Figure 1. Representation of policy in IPSO-FACTO.

comprehensive battle state information. request. The set of all possible owner¥\is

Policy Representation— In today’s operations, policy > §, is thesource—an application entity that
guidance is conveyed from the commander to subatekn participates in an information transmission. Thiecge
by means of something like an OPORD, a structuresl f all possible sources is the set of applicatiéns

text explanation of the planned operation and gs®a- > d, is theset of destinations-a set of application

ated implications. Unfortunately, as is demonsttatgain

and again in operations, this free text conveyasaéten entities that participate in an information transsion.

misstated and/or misinterpreted (to a greatersselede- The set of all possible destinations is also thete
gree). This occurs even though the humans invaihede applicationsA.
common training and context information. For futays- > C, is thecontentcharacterizatior—a description of

tems which pair a human with automation, this commo

basis is reduced, and the potential for misinteaian the information content of the transmission. Theofe

all possible content characterization<ds

grows.
> U, is theflow characterizatior-a function that

What is needed is a more precise, mathematicaluiarm defines the owner’s quality of service requiremdats

tion of policy, one in which the syntax and sementre the transmission. The set of all possible flow

well defined and unambiguous. We have created auch characterizations i) .

formulation, based on the terms and operatorswbdelt

a commander would commonly use to discuss histinten A policy provides, for each request, an importance

concerning the use of communication resources. valuei, . The importance is a function of the request’s
owner, source, set of destinations, and contermracheri-

This representation is conceptually illustratedrigure 1.  zation:

Each commander’s policy is created as a set céraits

(individual ‘policy elements’) each of which assigan i, = p(w,,s,.d,.c,)

importance (or value) function to a defined subiorgn a

multidimensional space. The set of possible importance valued isand has been

Regions may be based on a single dimension (‘Rmue§ef'ned as the set of re?" n.umbers petween O albre
for weather information [Content] get Importanc&’por  jormally, a resolved policy is a function

on a combination of dimensions (‘Requests ownethey P:WxAXP(A)xC) — |, whereP(A) is the power-
Zone Reconnaissance task [Owner] for weather irderm Set of A (the set of all subsets @}).

tion [Content] from Satellite 476B [Source] to 3Adr _ _

Calvary Division [Destination] get Importance 0.§)the  Policy Conformance Metrics—IPSO-FACTO uses the
policy element regions are allowed to overlap, ttiegy ~ S€t of policies captured from commanders to assfgimn-

to indicate the order of precedence. resources (illustrated conceptually in Figure 1acHE in-
coming request is associated with a commander’'srgev

ing policy and then the request is matched agdimestse-



quenced series of policy element statements that- co Another measure of total information delivery vaisiele-

mander has made. The first policy element that nestc livered value as a function of importance. This suga

the request determines the importance of that st.q@¢ encourages full satisfaction of requests with digaar

present, contents and legal request syntax aremgited importancei before allocating any resources to requests

for equality and “descendant-of” relationships, @duture  of lower importance. It models the intent of a coamaler

implementation will allow partial and ‘best’ matche who wants the most important information to gebtigh,
even if that prevents many medium-important recuest

Importance is shown in Figure 1 as a single nuraéric from being fulfilled. Mathematically, value is natscalar

value. Of course, not all requests can be satisiettly value but a functiorvalue: | — R:

as requested. Rather than rejecting these requaisight,

or perhaps equally bad, satisfying them in whatewan- () valug(i) = Zuk (QoS)

ner the allocation mechanism chooses, we havegabait

set of quality of service dimensions for informatid hus,

importance more generally is a shaped function with  A|C’s optimizer can compare the values of any teo r

ferent profiles indicating how important it is toatoh a  source allocations using the following order relaship
requestor’'statedneed withdeliveredservice along any of gn the value functions:

a number of service quality dimensions. The dinamsi
we are currently using include: valug >value, = [ O1 (valug(i) > valug (i) O

> Freshness — how current the delivered data is Oi">i valug(i') = valug,(i'))

i =i

» Reliability — how certain the data is to be deliveere

> Initiation-time — the time by which the data must be | other wordsvalug > value, if the total utility deliv-

delivered (first delivered for periodic requests) ered under the two resource allocations are equalgch
» Accuracy — the correspondence of the data to groundimportance value down to some leveland the first re-
truth source allocation delivers greater utility at inpoice
] o level i . This value measure is used by at least one of the
> Resolution — the grain size of the data AIC implementations.

» Scope — the “region” over which data is to be predd _ . . . _
Multi-user Policies—In realistic military operations,

The requestor can provide information on how ustfal there is never a single commander who gets to rake
request would be if satisfied suboptimally in ariyeg ~ Sions about resource usage. Rather, each commanuser
FRIARS dimension. There is some tradeoff between thallocate his/her resources in accordance with tieips
complexity of the “utility reduction functions” anthe ©f those above. We support this requirement (Figriay
ease with which AIC can manipulate them to optintize Modeling policies that exist at nodes in a comniaedar-

quest satisfaction; we limited the functions tocgigise  Chy. As requests come in, they are matched agé#mest
linear representations for this year. commander’s policy that governs them, but must tisa

be matched against his/her commander’s policy—and s
The meaning ascribed to importance by the commander on, up the chain of command. We allow each commande
IPSO-FACTO and AIC must match (or at a minimum, be to stipulate how this matching policy element skdobe
compatible) for the resulting allocation to satitfg resolved with the subordinate commander’s matchivlg
commander’s intent. AIC treats resource allocagismn icy element: as a ceiling or floor value, or lineambina-
optimization problem, and attempts to maximize some  tion of the values (including “ignore” and “use”).
measure ofotal information delivery valueThis value
should estimate the contribution of the requessfsation
to the likelihood of mission success. There areouar
ways to estimate this information delivery valuesifaple
approach would be:

(1)  value= )i, [, (QoS)

Assigned Imp. =.7
Resolved Imp. (average) =.6

Assigned Imp. =.5
Resolved Imp. (use superior) = .5

Assigned Importance =.9

wherei, is the importance that IPSO-FACTO assigns to
requestr, , Q0S is the quality of service assigned to the
request, andi, is a flow characterization—the function i i — _
that defines the utility of this quality of servitethe Figure 2. Cross echelon policy application and resolution.
owner.




Semi-automated Policy Elaboration and Conversion

(SPEC)—We cannot replace the burden of making indi-

vidual resource allocation decisions with the takkreat-
ing numerous policy elements. Information police®

dependent on the commander’s overall goals andioniss

tasks and the Commander (or his/her staff) curyemtist
interpret the mission plan for its information pylimpli-
cations. IPSO-FACTO will reduce this overhead bgvai
ing the commander to stipulate the tasks and gufatlse
mission via ‘task templates’ which reference thierima-
tion required in the performance of those taskéiciPam-
plications can be derived from the dependenciespaind
orities associated with the mission tasks, therabio-
matically producing a majority of the detailed mie
statements appropriate for the mission.
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IMPLEMENTATION

In the first year of this effort, we created a ptgpe suite
that allows an off-line user to declare policy edats,
specify their order of application, and how suboadtié¢
policies should be resolved against them.

The user then transmits the resultant policy texalua-
tion engine. The evaluation engine determinesrtipmoi-
tance value for each request submitted by AIC.
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Our software was evaluated in two scenario setiivgs a
period of four months by TRW in Reston, Virginiaing
a test harness they concurrently developed.

RESULTS

The TRW evaluation is still underway for a “militigrre-
alistic” scenario. The other scenario tested waalestract
network configuration for which TRW Reston perfodne
an impressive range of simulation runs, each witkre
sive logging. With six network variants, thirteeolipy
approaches, and five load conditions (continuows-ov
load, continuous underload, high, medium and lovstyu
conditions) there were a total of 390 test runs.

There was a significant difference in the outcofoeshe
various load conditions. Indeed, in an underloastes
nario there is no benefit to be attained by evaraaterful
policy-all requests are fulfilled. Thus, we haveudsed the
data analysis on the continuous overload condibefigv-
ing it to be the most challenging, and also thetmesslis-
tic for current network capabilities.

The central question to be answered here is alogost
tainly: does it make a difference? That is, if we able to
capture the intent of a commander and supplysbtae
decision-making software, will the results be hetitan
what would have happened absent that intent spaeifi
tion? The core hypothesis we wished to test waplsim

H1: Allocation guided by policy will outperform allae
tion without such guidance.

We expected two other hypotheses to be borne aci, e

Our year 1 implementation uses a client-server modeseemingly obvious:

with Java used to implement the evaluation seraed, a
CORBA interface to communicate with the AIC client.

Policies are captured using a graphical softwakage

H2: Policy with added levels of detailed informatial
outperform more coarse-grained policies.

called the Domain-Modeling Environment (DOME). H3: Policy that allows flexibility in the resolutionf supe-

(DOME is freely available via the web

at rior and subordinate importance functions will catform

www.htc.honeywell.com/domeDOME then generates an fixed resolution approaches.

XML file that conveys the policy content to the kiation
server. The policy specification tool provided ditdial
benefit to the experimenter by allowing capturesadirce,
destination, content and scope of authority infdioma

In fact, in the initial runs we didn’t see any subing. The
reason is simple: the interpretation used by AIC in
resource allocation was not the same as the vatuinc-



tion used by the experimental team to assess oetdm
fact, using the experimental metric, it can be gbahin-
terrupting a transmission in progress in favor of a
(slightly) higher importance transmission is getigra
bad idea-the resources allocated to the incompiates-
mission have been squandered.

Therefore, we have begun analysis of the experiahent

40000

35000

-
-
-
30000 -
’
I
.
25000
’
.
.
20000 =
.
.
15000
’
s
10000 —
:'/7

5000

0
Small1 Small2 Largel Large2 Large3 Larged

[==s=No Policy Overload Score = & _Full Mix Partial|

Figure 4. Policy increases delivered value

runs using a proportional partial credit assignnientn-
complete transmissions. This might match a perioglic
port, or a “resumable” FTP transmission. As seefigure
4, assigning partial credit results in the detaifekible
policy consistently outperforming the policy-freagion.
(P(T<=t) < 0.0002, using a one-tailed t-test foirge
samples.)

Given this interpretation of value, the other twpbthe-
ses are supported as well. Figure 5 shows thahfawore
detail (Full > L1, P(T<=t) < 0.04) available to thloca-
tion process improves performance, and Figure @/sho
that using a mixed or flexible resolution stratgggt-
proves performance over a fixed strategy (Full Mikull
0, P(T<=t) < 0.02).

While the results of this analysis are quite gyati, the
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Figure5. Added detail increasesvalue.

project itself highlighted a concern we had at the-
set-manual specification of policy by a commandeuhd
be a tedious and repetitive task. Our current watkich
applies this policy-based control guidance apprdaddir-
craft asset allocation also incorporates a taskpliie
based approach to semi-automated policy generatide.
expect that deriving policy (from more natural aficect
statements of what the commander considers imgarian
terms of the mission plan) will substantially reduthe
requisite effort.
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